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PREFACE

Originally, when I began this research project, I was to study

damage to thin film coatings as a function of laser wavelength. I had

hoped that a careful experimental and theoretical study of the problem

would clearly advance our knowledge of the damage process and provide in-

valuable data to the thin film community. As the project evolved and

initial data taken, it became evident that the scope of the program had

to be greatly expanded to include a study of laser pulse length and film

thickness dependence of damage. Without such an expansion in scope it

would not have been possible to uncover the dominant role of absorbing

impurities in laser damage to thin films.

The capability of increasing the scope of this effort was due solely

to the experimental knowledge of Dr. Arthur H. Guenther who proposed the

original problem. I am indebted to his foresight of obtaining thin films

in a variety of thicknesses and a laser system specially designed to

operate at more than one pulse length. His guidance throughout the ex-

perimental evolution of this research was invaluable. I want to express

my thanks to Maj. Phil Nielsen for his many helpful discussions on

theoretical aspects of avalanche ionization, multiphoton absorption and

impurity induced damage. While several useful products of our dialogue

were published elsewhere and do not appear in this dissertation, the

impurity theory is contained here. A special thanks is given to

Mr. Charles Fry and Mr. Joel Jasso who assisted in taking enormous amounts

of data and performing the computer analysis. Finally, my greatest

thanks go to Judy, Jeff and Stacey for their moral support, understanding

and unlimited patience.
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ABSTRACT

-'The laser-induced damage thresholds of dielectric thin film coatings

have been found to be more than an order of magnitude lower than the bulk

material damage thresholds. Prior damage studies have been inconclusive

in determining the damage mechanism which is operative in thin films.

A program was conducted in which thin film damage thresholds were

measured as a function of laser wavelength (l.06 im, 0.53 im, 0.35pm and

0.26pm), laser pulse length (5 and 15 nanoseconds), film material and

film thickness. The large matrix of data was compared to predictions

given by avalanche ionization, multiphoton ionization and impurity

theories of laser damage. When Mie absorption cross-sections and the

exact thermal equations were included into the impurity theory, ex-

cellent agreement with the data was found. The avalanche and multiphoton

damage theories could not account for most parametric variations in the

data. For example, the damage thresholds for most films increased as

the film thickness decreased and only the impurity theory could account

for this behavior. Other observed changes in damage threshold with

changes in laser wavelength, pulse length and film material could only be

adequately explained by the impurity theory. The conclusion which

results from this study is that laser damage in thin film coatings

results from absorbing impurities included during the deposition process.
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1. INTRODUCTION

The importance of laser induced damage to optical thin film coatings

has been recognized for a long time (1). High power laser systems used in

fusion and high energy systems for weapons are required to operate over

long periods of time without appreciable degradation in performance. The

optical coatings employed in these lasers have proven to be very expen-

sive and greatly impact the operation of the system. For example, the

creation of even small damage sites within an optical coating can

eventually degrade the beam quality enough to stop laser operation. Air

Force programs in satellite communications and surveillance are similarly

affected by this same problem and a great deal of resources are expended

each year in an attempt to improve thin film coating technology.

The Air Force has funded many efforts to develop improved coatings,

however, the factors affecting laser induced damage of coatings for a

wide range of laser wavelengths and operating conditions are still not

well understood. Much of the research has been devoted to studying thin

film damage in the relatively long pulse regime (longer than 100 nano-

seconds) and for continuous wave (CW) laser operation. Although many

systems of interest to the Air Force operate under these conditions,

short pulse lasers have become increasingly important. In addition there

has been a strong thrust to develop lasers which operate at shorter

wavelengths (visible). This trend is driven in a large part by the

requirement for smaller and more efficient optical systems. Unfortu-

nately, when the size of the optics is reduced the coatings must

withstand even higher power or energy loadings and in many cases suitable

coatings do not exist.



In order to develop quality coatings, we must understand the funda-

mental damage processes and how they vary with laser wavelength and

pulse length. The three principal processes by which the laser energy

can be coupled into the thin film material are avalanche ionization,

multiphoton ionization and absorption by impurities in the films.

Avalanche ionization occurs when an electron in the conduction band of

the material absorbs enough energy from the electromagnetic field to

impact ionize a valance electron. The two electrons can undergo the

same process to produce four conduction electrons and so on. The

number density of electrons in the conduction band grows exponentially

with time until a plasma is formed. The plasma more efficiently absorbs

energy from the electromagnetic field and catastrophic damage to the

material occurs. Multiphoton ionization can also produce a plasma,

however, in this case the electrons are promoted from the valance to the

conduction band by direct absorption of two or more photons. The

number of photons required for each ionization depends on the bandgap

of the material and the laser wavelength. Impurity dominated damage is

a thermal process and takes place when an impurity in the film absorbs

enough laser radiation to produce melting or fracture of the host

material.

An extensive amount of research has been conducted in an attempt to

validate one or another of the theories. The research usually involved

studying breakdown as a function of laser wavelength (2-15), pulse

length (16-19), or film thickness (20-24). Historically, the wavelength

dependence of laser damage has been used as the main theoretical testing

ground (2-15, 25-26). In part this is because avalanche and multiphoton

ionization theories predict conflicting laser wavelength dependencies.
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while current theories of impurity dominated damage predict no wavelength

dependence.

The original objective of this research was to obtain experimental

data on the breakdown of thin film coatings at laser wavelengths ranging

from the near infrared (l.06pm) to the ultraviolet (0.26wm). Carefully ob-

tained experimental data did not exist for such a wide range of laser wave-

lengths, or at all for many of the materials tested in this research.

The intent of this effort was to compare the results to the various

theories of breakdown and explain the frequency dependence of breakdown

in thin film coatings. However, initial work on the theories soon in-

dicated that this would not be a fruitful approach. For example, one

major effort was to properly include the Mie absorption coefficient into

an impurity breakdown model, and for the first time use the exact

solution to the thermal equations in the model. When this was done

there was no longer a clear, definitive and qualitative distinction

between the wavelength predictions of the multiphoton and impurity

models. This lack of distinction comes about because the materials

can only be tested at a few discrete points across the frequency

spectrum (because of available lasers) and as will be shown later, both

theories predict a general decrease in damage threshold with an increase

in laser frequency. Further, a careful examination of the theories re-

vealed that the pulse length dependence of breakdown was also an

inconclusive test of any theory when studied as a single parameter in break-

down. It is shown in this work that the pulse length dependence is a measure

of the magnitude of the energy loss mechanisms and can vary from a very

weak to a very strong dependence in all of the theories.
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These results served to point out that studies of breakdown as a

function of only one parameter can not uncover the dominant mechanism of

laser damage. In fact, single parameter studies have often engendered

controversy, a fact supported by numerous publications in which the con-

clusions drawn from experimental data are in total conflict (7, 9,

26, 27).

Unfortunately, it is not possible to correlate the results of past

research to obtain a multi-parameter stidy of the breakdown process.

Each individual experiment was performed on a different set of films and

usually under different experimental conditions. The films varied in

method of substrate preparation, film thickness, quality of starting

materials and deposition technique. The last two conditions are of

vital importance in determining the type, size, distribution and

quantity of impurities in a film.

With these facts in mind, the objective of this research took on

a new direction, to conduct a multi-parameter study of the

breakdown process under controlled conditions which would allow a

correlation of all the data. The parameters that were varied were laser

wavelength, pulse length, thin film thickness, and thin film materials.

Although a few two-parameter studies have been conducted in the past

(5, 17, 18, 26), these have been very limited in the amount of data that

was taken. Standard techniques of determining the peak laser intensity

during a single firing often takes hours or days to analyze. To obtain

the large amount of data reported in this work, a new technique was

devised which could provide the results in a matter of minutes. Over

8000 data points were acquired, which would have taken 5 to 10 years by

conventional methods.
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The result was not just a multi-parameter experiment, but a very

comprehensive multi-parameter experiment. It was found that the only

damage process which could consistantly fit with the experimental

results was impurity induced damage. Although this mechanism has

been argued for in the past, it had never been convincingly

demonstrated.

The body of this dissertation is divided into six sections.

The second section is devoted to presenting the theoretical

models of laser induced damage. Each theory is discussed in terms

of the predicted behavior of breakdown with a variation in the

major parameters. Section III gives the experimental arrangement

and technique. The sample preparation and experimental error

analysis is also discussed. Section IV presents the experimental

results and a comparison of the data with each of the theoretical

models. The fifth section is devoted to conclusions and dis-

cussion of the results. The last section highlights the major

unresolved issues and gives recommendations for future research.
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II. THEORY

Background

The theoretical treatment of laser induced damage to dielectric

materials has followed the three distinct paths of avalanche ionization,

multiphoton ionization, and impurity induced damage. Over the past two

decades there has been a concerted effort to compare the theoretical

predictions of these three treatments with experimental data.

Unfortunately, each of the theories is subject to uncertainties which

make accurate calculations of absolute damage thresholds difficult.

Both avalanche and multiphoton ionization calculations require para-

meters such as the material band structure and electron effective mass

which are often not available for many dielectrics. The impurity model

requires a detailed knowledge of types, size, and distribution of

impurities in the host material which are also unknown at the present

time. Because of these limitations it is impossible to calculate from

first principles damage thresholds by each of these theoretical descrip-

tions. One way to determine the most appropriate model would be to

compare their predictive parametric variation of damage with laser pulse

width, wavelength, and film properties. Specifically, this section will

deal with the predictions of each theory of variations in the critical

or damaging energy density with changes in the laser pulse width and

wavelength.

Avalanche Ionization

The fundamental approach to avalanche ionization is to calculate

the time evolution of the electron distribution function f(p) and then

obtain the electron ionization rate. The theoretical calculations

6 j



start with a quantum kinetic equation, the most general form of which

has been given by Epshtein (28) with an equivalent expression by others

(29, 30). Epshtein's equation is

P p - 2r' T I K J,(L La l . K W .-,- X w

[fp . (NK f;N]r(r,PP

where ck is the matrix element for the electron-phonon interaction;

J is a Bessel function of order £; E0 is the opto-electric field

amplitude; k is the phonon momentum; 5 is the electron momentum; w is

the frequency of the electric field; Nk is the number density of pho-

nons; c is the electron energy. At present an analytical solution to

equation (1) has not been obtained even though an approach has been put

forth by Keldysh (31).

Epifanov (3, 7, 32, 35) reduced equation (1) to an energy dif-

fusion equation with the conditions, w<<E where E is the material

bandgap energy and Ac 3f/3c<<f(c). The first condition is valid for

the large bandgap dielectrics. However, the condition is not satisfied

for the smaller bandgap materials (Eg<6ev) at the short (2600R) wave-

length. The second condition requires that the electron distribution

function not change significantly during the energy absorption process.

Thus, the gain in energy as a result of the electron-phonon-photon

7



process must be small compared to the electron energy. Again this

condition is valid for the large bandgap materials. The diffusion eoua-

tion can then be solved with the assumed steady state solution.

= e (2)Je

where Y is the ionization rate for the avalanche process. The final

expression for the critical field is given by equation (3).

=c -- 6Egrn2 Vs (wa + a) I (3)

KTe 2'(M m ln (3)

where Vs is the velocity of sound in the solid; Lac is the mean free

path between electron-acoustic phonon collisions; L is the number of

electron regenerations; and t is the laser pulse length (full width

at half maximum). e is a function of material parameters and the

electric field strength. However, since 0 occurs within the natural

logarithm, it has only a small effect on the critical field breakdown,

for reasonable ranges of the parameter.

It can be seen from equation (3) that the dependence of the break-

down field on the laser pulsewidth tp is weak. The physical significance

of this can be gleaned by recasting the critical field into the

critical energy per unit area, which is the total energy utilized in

8



the breakdown process. The energy per unit volume is given by

(I/2)coE2 . The total energy per unit area which is incident on the

breakdown volume is 1/2coE2 ctp, where c is the speed of light. We have

(ENE RGY/AREA)crt.ial I (t) (4)

which is a strong function of the pulse width. The fact that the

process depends so strongly on the rate that the energy is deposited

implies that energy loss mechanisms are important. Thus equation (3)

gives a solution for the damaging field when electron energy losses are

high.

Two alternate derivations of the critical field have been given by

Molchanov (2) and Zakharov (33). Molchanov's result is

E2 IGOl'rn 'lv S W 2 (5Ec = I6O1 Tfv~p sE 2  (5)

where n is the refractive index of solid E is the strain energy

constant for acoustic phonons. On the other hand Zakharov's

formulation gives

2 mV WE I
CKT I

where i (6)

e ) 534 3/2 3

U3W 3 mI f 2E2

9



It is clear that equations (6) and (3) are very similar if w2 is much
2

greater than E /mLac, the electron-phonon collision frequency in

equation (3).

In equation (5) the critical energy per unit area is independent

of pulse length. This would seem to be in conflict with the other two

equations. However, both Zakharov (33) and Epifanov (32) noted that

their respective formulations reporduced equation (5) if

m22 w2Eg/e2E2 kT was much less than one. This limit must be taken in
s g

the expressions for the electron distribution function before the dif-

fusion equation is solved. It can be shown that the quantity

m 2 Vsw2E /e2E2kT is directly proportional to the ratio of the power loss

due to spontaneous emission of phonons to the coefficient of electron

diffusion along the energy axis (32). It is exactly this energy loss

by electrons to phonons which gives the strong time dependence of the

critical energy per unit area. Equation (5) represents the "no energy

loss" solution and equations (3) and (6) are the "high energy loss"
222 22

solutions. The expression m Vsw E /e E kT indicates that the "no

energy loss" condition is not valid for dielectric materials unless

the temperature exceeds several hundred degrees C. Results obtained

by Manenkov (25) on the temperature dependence of breakdown were

compared to equation (3) and good agreement was found, which also

supports the Epifanov treatment of avalanche ionization. The conclusion

is that, for dielectric materials tested in this dissertation, the

expected laser pulse length dependence of the damaging energy denisty

is approximately linear as given by equation (4).

The predicted dependence of breakdown on the laser frequency is

2identical for the equations (3), (5) and (5) when Eg/mLac' the square

10



of the electron-phonon collision frequency, in equation (3) is much less

than w2 . The breakdown field clearly increases with higher laser

frequency. When the above condition is not met, then by equation (3),

the functional dependence on laser frequency is weaker. Thus, depending

on the magnitude of Eg /mLac2, the predicted frequency dependence varies
2 2 2 2

from no dependence (Eg/mLac >>w) to an w2 dependence (Eg/mLaw<<w 2

The laser pulse width and wavelength dependencies of damage will

now be examined in a multiphoton breakdown theory.

Multiphoton Ionization

Bloembergen (34) postulated that when the photon energy of the

damaging light was about a third of the bandgap energy (E ) of the solid

then multiphoton absorption could contribute significantly to the break-

down process. As a result the damage threshold would go down as the

laser frequency was increased beyond an equivalent photon energy of

E /3. A number of experiments in bulk materials have been directed

toward verifying this trend (4, 7-11, 13-17, 35). At present, in bulk

solids, there seems to be some substantiation that a decrease in

breakdown threshold does occur (4).

The analytic difficulties of treating multiphoton absorption in

solids are comparable to those of avalanche ionization. Many

theoretical treatments have been given for two-photon absorption in

semiconductors (35-38, 41) where the band parameters and structure are

well known. There has been no theoretical work for dielectrics, where

the band structure is often unknown. Standard perturbation techniques

have been used to treat up to three photon processes, however, at this

level, comparison with experiment becomes almost impossible. Again,

this is due mainly to a lack of knowledge of the band structures.

11



There are several treatments of photon absorption to all orders

(39, 40, 43), of which the most widely used is that of Keldysh (39).

Although the main reason for this wide use is that the final equations

are simple enough to obtain numerical results without lengthy and complex

computations, there are more important aspects. The Keldysh theory

gives in most cases the best agreement with experiment (44). For high

order absorption (greater than three) it is the only theory that can

be used at present to obtain meaningful numerical results when compared

to experiments. It has been stated that the Keldysh formula is only

valid for high order photon absorption (35, 40, 42-44). Comparison with

experimental data for one and two photon absorption indicates that this

is not the case (41). Vaidyanathan and this author have shown that the

Keldysh formula reduces to the well known result (46) for one photon

absorption. Thus, the Keldysh formula gives meaningful results for K

first and higher order photon processes and will be used as a

comparison with the experimental data in this thesis.

The general Keldysh formula for the ionization rate is (39)

._- W (rwv'),_ )XP { + I>-- (7)

where = w( V'a_ )/eE; E is the bandgap energy; K and E are ellip-
g 9

tic integrals of the first and second kind; E is given by

= --

12



The symbol <x> denotes the integer part of x. Finally,

Q(YX5 2K (-4 TexP.-fr[K( 4)[IT/ (7..7 L \'T# e :.

E X (8)

E2 I> - 2X + /2K( 

4(z) is the Dawson integral given by

(z) JjZey2_Z2 Jo

For breakdown fields E = 1O6 volts/cm, " is much greater than one and

equation (7) reduces to

[/2 + >-2 /2
T - 91T

exPf2 1 e2E' \"' e2E 2i \ r) (l~hW 4 4nAJJIGMW2E3

The breakdown criteria can be taken as

I (tp) = critical electron density (10)
T

where tp is the laser pulse width and T is the electron transition

rate (39). The critical electron density is not as important as the

predicted behavior of breakdown with laser pulse length and wavelength.

Equation (9) can be simplified by noting that in general e 2E2/ 4m 2 E g is

much less than 1. The dependence of the critical energy per unit area

on the pulse width becomes

13



(ENERGY/AREA) c  oC Cr +
I )<lw

From (11) we can see that if E is less than-fw, the breakdown processg

is time independent. For very high order photon processes, E much

greater thanf1w, the process depends linearly on time. This would be

indicative of a high energy loss regime, except in the case of multi-

photon absorption, where it would be more appropriately called a regime

of low energy utilization.

The wavelength dependence contained in equation (9) is complicated.

A computer program was written during this research to plot the break-

down field dielectric materials as a function of wavelength. The

results are shown in Figure (1). Also, included in the figure are the

avalanche model and a combined avalanche and multiphoton model pre-

dictions. Clearly, the multiphoton theory predicts a decrease in the

breakdown field as the laser frequency increases.

Impurity Dominated Breakdown

There has been a great deal of theoretical work on damage produced

by impurities in the host material (47-76). Even now it is not clear

that damage in very pure bulk materials is produced by avalanche

or multiphoton ionization as opposed to isolated impurity sites (75).

Experimental data (17, 18, 26, 38, 75) confirms a spot size of break-

down that is difficult to explain by either multiphoton or avalanche

ionization. In thin films the importance of impurities is expected to

14
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be even greater. For example, the absorption coefficient of most thin

films is between 10 cm-1 to 1000 cm-1, and in bulk form the range is

several orders of magnitude smaller. Surface absorption falls in between

these two extremes. The high absorptivity of thin films is generally

attributed to impurities which are included during the deposition

process. Experimental data also shows that the breakdown threshold can

be more than an order of magnitude lower for thin films than for the

bulk form of the same materials.

The model which was developed in this research for impurity

damage is that of spherical absorbing particles embedded in a host

material. The impurity is assumed to absorb the incident radiation and

then heat up. A straightforward solution to the thermal equations can

be obtained by assuming that the heat flow out of the particle is

determined only by the thermal conductivity of the host material. This

assumption is true if the thermal conductivity of the impurity is

infinite, in which case the temperature within the impurity is uniform.

The appropriate thermal equations are given by equations (12) and (13).

2.....
(rT) -rT 0 r >a (12)
2

dr

T(r,s) and T1(r,s) are the Laplace transformed temperatures with respect

to time inside and outside of an impurity of radius a. We have the

following definitions: M is the mass of the impurity; C Pspecific heat

16



density; Kh is the thermal conductivity of the host material;

q* = (s/Dh)1/2 where Dh is the thermal diffusivity of the host material;

Q is the absorption cross-section; J is the incident laser intensity;

s is the Laplace transform variable.

Equation (13) is an energy conservation equation which replaces the

diffusion equation inside the impurity when a uniform temperature dis-

tribution is assumed. The solution is straightforward and the result

has been given by Hopper and Uhlmann (47) for metallic impurities in a

dielectric material. The temperature in th-; host is

T 3QI _ erfc P- p I erfc r- a (14)T - 2CpDhm r fT6n 2(4 to)wL/ CL+ - 2(DthVi2 (4

2(R4p:V + L2D -# 2

exp 1m~~) + Ct qD toe rfCt. + (9: 1mDh't)

CL+ + 2' 4L2 J L2(Dhtr) V,  2a

Inside the impurity we have

-2CDhmrnq 4a2 P 2 AC
(15)

~J~I -x 2PM 1-rf )(D x 2
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C is the volume specific heat; q = 3Ch/Cp and m = (q(q-4))I/2"

Equation (15) is the result that has been often used in impurity damage

work (47, 54, 76). Note that equation (15) is not valid for q less than

or equal to 4. For q greater than 4 we must have Ch greater than

(4/3)Cp which is usually the case for metallic impurities in glass. If

q is less than 4 the correct solution derived by this author is

3QZ, _ ex t-2)Dt)er f(9CDht)/)

OS 2y ~p (Dt) '  24mDt 2qy

It can be shown that under the proper limiting process that both

equation (15) and the correct equation for q = 4 are obtained from

Figures (2) and (3) show plots of equations (15) and (16) respec-

tively. These plots represent the energy per unit area incident on the

impurities required to raise the impurity temperature to 20000°K. For

simplicity, the cross-section Q has been taken to be equal to one.

Both equations give meaningless results when the impurity size is less

than some critical value because of the assumption that the

temperature is uniform within the particle. If r2 is much greater than

Dhtp , where r is the radius of the impurity, then the internal temper-

ature should be approximately uniform. However, if r2 is less than

Dhtp , then the thermal diffusion rate out of the impurity becomes

18
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great enough to make the uniform temperature assumption invalid. The

points on the plots at which the equations are badly behaved correspond

exactly to a non-uniform particle temperature. The equations have

been checked to insure that the observed effect is a result of the

equations and not due to a computer generated error. Examination of

the figures would seem to imply that the range for which the equations

are invalid is not significant. The size of the particles that are

easiest to damage are larger than where the discontinuities occur. How-

ever, if we assume that the largest size impurities which can occur in

the thin film has a diameter equal to the film thickness, then for very

thin films the invalid range of the equations is important. For example, a

26OR thick film would contain only 26OR diameter impurities and

smaller. There is evidence that this last assumption is valid (77),

and is one of several reasons why equations (15) and (16) must be used

carefully when applying them to thin films.

Recent research (77, 78) indicates that the impurities in fluoride

thin films are oxides. For example, thorium fluoride (ThF 4) contains

ThO 2 and/or ThOF 2. Oxides and other dielectric materials typically

have a very small coefficient of thermal diffusivity (79). The small

coefficient violates the basic assumption made in obtaining equations

(15) and (16), and these equations can not be used in treating dielec-

tric impurities in dielectric host materials.

In light of the above discussion, an exact solution is required to the

thermal equation for spherical impurities. The exact thermal equations

are given in equations (17) and (18).
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J2(rT') srT'- rQI o:6 r<
dr 2  Dp - KpS (17)

d2(rT) srT -r > Qlr 2  Dh  -

T - T'
(18)

KpJT-- KhJT r Q
Jr -r

Where T is the Laplace transformed temperature. The solution to these

equations was obtained by Goldenberg and Trantor (80). The result is

-T Kp' Kh ((92

2e e T (SINy-YCOS)(SirY/a))j-v
rnT [(cSiNy-yCOSy) 2 + 2 y2 SINY]

Where Xl = a2 /Dp' c= 1-(Kh/Kp), b = (Kh/Kp)(Dp/Dh)l/2 The exponen-

tial in equation (19) which involves time, contains Dp t p/a2 , where
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equations (15) and (16) contain DhtP/a2. Since the integration in

equation (19) is from zero to infinity, it is easy to make a change of

variable and cast (19) into the same form as (15) and (16). Figure (4)

shows a plot of the incident energy per unit area required to heat a

particle's boundary (r = a) to a temperature of 2000K as a function of

the particle size. Curves (1) and (2) are equations (15) and (19)

respectively. The material parameters are for a typical metallic im-

purity in a glass host material. As expected the agreement between

equations (15) and (19) is excellent over the range of impurity sizes

that were used. Figure (5) shows a comparison of equation (19) (curve 1)

and equation (16) (curve 2). The material parameters are for dielectric

impurities and q less than 4. In this case very poor agreement is

found between the two equations. This is a result of the uniform tem-

perature assumption made in obtaining equation (16).

The integral in equation (19) converges rapidly and remains well

behaved for all values of the impurity size, so there are no practical

reasons for using equations (15) or (16) instead of (19). It is clear

to the author that the Goldenberg and Trantor (80) solution to the

thermal equations is not known to researchers working in the field of

laser induced damage. This fact is pointed out by observing that in

the work on impurity dominated damage (50-76), there is no reference to

this solution. However, in the research cited there are many refer-

ences to the solution of Hopper and Uhlmann (2), given by equation (15).

To date, every treatment of impurity dominated breakdown has used

an assumed constant for the absorption cross-section Q. This is only

valid if the impurity is much greater in size than the wavelength of

incident radiation. In the case of thin films the impurity size is
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limited by the thickness of the film and therefore, the impurity sizes

are of the same order as the wavelength of light. It can also be seen

from the previous figures that the size of impurity which is easiest to

damage is of the same order of magnitude as the wavelengths of the laser

radiation used in this research. If impurities of this size produce

damage, the energy absorption is determined by the Mie absorption cross-

section given by a Mie scattering calculation.

In equation (19) with a constant value of Q there is no frequency

dependence. However, if we introduce an asymptotic analytic expression

for the Mie absorption cross-section for Q in equation (19), this is

no longer the case. Such an expression can be obtained for the Mie

cross-section if the real index of refraction is between 1 and 2, and

the imaginary index is much less than one. We have (81, 82)

Q =-TTlt2( 1+ 26 + (210)
(Sl~fhC) + (,slfl'a)2

This cross-section is valid for a dielectric impurity and gives a

wavelength dependence as well as an additional impurity radius de-

pendence. The range of n and n' over which equation (20) is valid

would not include metallic impurities.

The Mie absorption for metallic impurities can be approximated by

Q 1a( 21A B) (21)
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Figure (6) shows an exact and approximate equation for metallic and di-

electric impurities.

An additional point must be made in connection with equation (20).

Recently it has been predicted, from more sophisticated computer

calculations of the Mie absorption cross-section, that resonances occur

which can give rise to anomalously large absorption spikes (83, 84).

Considerable discussion has been devoted to the physical meaning of

the resonances (83, 85, 86). The equation (20) is a simplified

analytic asymptotic approximation to the full Mie absorption cross-

section. The recent computer calculations (84) give the same form as

equation (20), with the exception that the resonances are superimposed.

Major points can be made in favor of retaining equation (20) in

the theoretical calculations. First, the calculations are for perfect

spheres. The resonances are easily destroyed by any deviation in

symmetry (84). This deviation undoubtedly occurs for real impurities.

Second, the predicted resonances are extremely narrow and in general for

a fixed wavelength the particle radius must be exact to one part in

7000; i.e. r =a + .0007 (84). The probability of finding particles

with such exact uniformity and radii would be extremely low. Finally,

the resonances have never been observed experimentally, a fact that may

be a result of the points discussed above. Therefore, equation (20) will

be used in the theoretical calculations of this dissertation.

The greatest difficulty in applying a Mie coefficient in the

theory is that the composition of the impurities is not known for most

films. In addition, the imaginary index of refraction n' of the

impurities is a function of frequency and as a result, comparison

between experiment and theory must be relative and not absolute.
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That is, the impurity model can only predict trends in the breakdown

field and not absolute damage thresholds.

The breakdown criterion which will be used with the Mie impurity

model will be one of temperature. A fixed critical temperature is set,

for example the melting temperature of the host material, and the

incident energy density is plotted against the impurity size. The

minimum energy per unit area required to heat an impurity to the critical

temperature is taken as the damage threshold.

Calculations of impurity damage involving stresses (47), shock

waves (57, 66, 71), and even avalanche ionization (55) have been

carried out in an attempt to study the final stages of damage. It is

assumed in this work that once the critical temperature is reached the

damage proceeds catastrophically. This assumption is supported by the

fact that as the temperature approaches the melting point of the host or

impurity, the absorption increases dramatically (55, 57, 66, 71, 74).

At this point the breakdown then develops non-linearly and rapidly.

The slower process by which the critical temperature is reached deter-

mines most of the physical nature of the breakdown event. Therefore,

the critical temperature criterion for breakdown should predict the

relative trends in the experimental data.

The time dependence contained in equations (15), (16) and (19) is

not obvious. Hopper and Ulhmann (47) have taken limiting cases of

equation (15) in order to examine the time dependence of the impurity

temperature. They obtained 3~ c >(~ )"

4Kh (l CV(DtfDh (2

29



The first equation of (22) is expected and is the constant energy per

unit area result when there are no diffusion losses. The second

equation gives the maximum loss case and the a/(ITD ht p)l112 term can be

neglected. The breakdown energy per unit area is linear with the

laser pulse width. Again this gives the same limiting cases as in

avalanche and multiphoton ionization.

Researchers have found that in the nanosecond time regime the

critical energy/area fits closely to a square root of time depend-

ence (19). This time dependence obviously falls between the two

limiting cases of equation (15). It is interesting to compare the laser

pulse width dependence predicted by equation (19) with experimental

data taken for bulk surfaces. Figure (7) shows how '.his can be

accomplished. The two curves represent 5 and 15 ns damage curves as a

function of particle size. It is clear that as the pulse width is de-

creased the threshold decreases and smaller sized particles are damaged.

If a large number of these curves are plotted for different laser pulse

widths, then the minimum thresholds can be plotted as a function of

pulse width. The resulting graph gives the desired theor tical curve.

The procedure was used to obtain the theoretical curve for fused silica

that is shown in figure (8). The data was taken from Milam, et al. (19)

and is for fused silica surfaces. The agreement between the theory and

the data is excellent. Milam (19) made a best fit to a (t p)l1/2 curve

and found a good fit to the data. However, the (t p)l112 fit is not as

good in a least squares sense as that shown in Figure (3).

The wavelength dependence of the breakdown threshold is contained

in the Mie absorption coefficient. It can be seen from Figure (6) that

as the wavelength decreases or n' increases, the cross-section for oxide
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impurities increase and the threshold goes down. However, equation (21)

for metallic impurities is somewhat misleading. The cross-section

would decrease with decreasing wavelength if n were a constant. This is not

the case because n decreases with a decrease in wavelength (87) and the

cross-section actually increases. Thus, we expect the breakdown thresh-

old to decrease at shorter wavelengths for both oxide and metallic

impurities.

Table I summarizes the results of this section. We note that the

avalanche ionization equations (3) and (6) predicts a very strong laser

pulse length dependence, almost linear with the laser pulse length. The

multiphoton ionization predicts a strong pulse length dependence at long

wavelengths. For example from equation (11), for dielectric films at

1.06 im the pulse dependence is u t. 88 At 0.26pm the dependence is

nu (tp )/2 . The predicted pulse dependence from the impurity model fits

closely to a tp 1/2 curve.
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ARAMETER PULSE LENGTH WAVELENGTH

MODEL

)k E, CONST.
AVALANCHE - p 0 R

= t"88 AT I.OG/pm

MULTIPHOTON EC*

p 1/ 2 AT Q26/am

IMPURITY Ep V2  EC

Table 1. Theoretical Predictions of Damage Threshold With Laser

Wavelength and Pulse Length
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III. EXPERIMENT

Experimental Arrangement

The results presented in the theoretical section point out that a

single parameter study of damage does not provide adequate data to

select among the competing damage mechanisms. The experiment in this

research was designed to study the damage process as a function of laser

pulse length and wavelength. The dielectric coatings that were tested

were selected to provide a wide range of material parameters such as

bandgaps, thermal properties and refractive index. Additionally,

different film thickness were tested to provide data on the effects of

different standing field patterns in the dielectrics.

The experimental arrangement is shown in Figure (9). The exper-

iment was designed to divide the beam into three separate paths.

Path A contains more than 99.9% of the energy after it is reflected by

the dichroic beamsplitter [l. This is the high energy path and is

used to irradiate the thin film samples placed at [3]. Path B which

contains less than 0.1% of the energy was used to measure the spatial

profile of the beam. Path C contains less tham 0.01% of the energy and

was used to measure the temporal profile of the laser pulse.

The dichroic beamsplitters shown [1] and [2] in Figure (9) were

specially designed to reflect one of the harmonics of 1.06um and trans-

mit any others. Thus, there was a set of beamsplitters designed to

reflect either 1.06, 0.53, 0.35, or 0.26om radiation and transmit the

others. They served the necessary function of filtering any of the

unwanted harmonics from path A and B in the experiment.
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The beamsplitter at l] also acted as an attenuator and reduced the

number of filters needed in front of the detector at [4] . This mini-

mized the amount of spatial distortion introduced by filters.

It was crucial to the experiment that the beam profiles in paths A

and B be identical to each other, since the final goal was to character-

ize the beam at the sample site [3) by using the low energy path B.

Several precautions were taken to insure that the two beams were iden-

tical in spatial profile. First, the beamsplitters were flat to X/20

at O.63wm wavelength. Second, the lenses at L and L2 were selected to

have as nearly the same focal lengths and spherical abberations as

possible. Third, the lenses were placed at identical distances from the

laser. This was necessary because the laser beam was slightly converg-

ing as it exited the laser. Positioning the lenses at exact distances

insured that the laser spot sizes were the same onto both lenses.

It was necessary to vary the total energy from the laser during

the experiment to determine the damage thresholds of the samples.

The usual procedures of changing the energy in the high energy path

is to place calibrated attenuators in the path (88-91). The effects of

this technique on the beam spatial profile were tested in the following

manner. Both paths A and B were adjusted to fall onto the detector

array at [4] . This detector will be described in detail later. An

additional beamsplitter was placed in path A so that the energy in both

paths were comparable and the spatial profiles of the two beams could

be observed simultaneously. The point by point variation of the two

beams varied by no more than +7%. That is, equivalent points in

the profiles had the same relative magnitude with respect to any

other equivalent points within the two profiles. As will be discussed
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later most of this variation can be associated with the non-uniformity

of the detector response across the active elements and not spatial

profile variations between the two beams. It was found that when

attenuators were placed in Path A substantial beam distortion was

produced. The distortion was so large that equivalent points could not

be identified between the two profiles. The attenuators might have been

placed in the beam before the beamsplitters 1 and 2 which would

have produced the same distortions in both paths. However, the dis-

tortions appeared in some cases as small spikes on the profile and this

might have influenced the damage results during the experiment. In

order to obtain as smooth a profile as possible, the attenuators were not

used. Actual control of the energy, which will be described later, was

finally accomplished by adjusting the voltage settings for the flash

lamps in the laser.

Experimental Components

It has already been stated that the most crucial requirement of a

laser damage experiment is to characterize the laser beam in both time

and space at the damage site. The temporal behavior of the pulse was re-

corded with fast planar diode detectors. An ITT F112 detector was used

to record the time profiles of 1.06 and 0.53pm laser pulses; at 0.35 and

0.26pm an ITT F4000 detector was used. The rise time of these detectors

was controlled by applying a bias voltage and was set to less than 0.5 nano-

seconds (ns). The output signal of the detectors was then processed by a

Tektronix R7912 Transient Digitizer, which is a high-speed signal

acquisition instrument that digitizes the input analog signal. The

operation of the R7912 is similar to an oscilliscope in that an electron
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beam is scanned horizontally and deflected by the input signal. The

target of the electron beam is, however, an array of diodes which record

the vertical and horizontal position of the beam. The digitized signal

is then displayed at a slower speed on a video monitor and transferred

to a PDP-11 computer, which was prograrmmed to calculate the full

width at half maximum (FWHM) of the laser pulse. Figure (10) shows the

computer output for a 6 and 16 ns laser pulse.

The spatial characterization of the beam was obtained with a

Princeton Applied Research optical multichannel analyzer (OMA). The OMA

is a vidicon system which utilizes an electronic camera and a micro-

processor. The vidicon contains a 12.5 x 12.5 mmn active area

composed of small diodes which are given a surface charge by an

electron beam. When light is incident on the diodes, the photons

create electron-hole pairs which deplete the surface charge. The amount

of depletion is therefore, a direct measure of the number of photons in-

cident on the diodes. The electron beam then recharges the diodes and

the required current is measured. This current is then directly pro-

portional to the laser energy incident on the diodes.

The electron beam diameter at the active surface or target is 25iim

and covers approximately nine diodes at the surface. Each data point

is then the sum of the contributions from all nine diodes. It is also

apparent that the minimum resolution of the vidicon is 25pm x 25pm, as

determined by the diameter of the electron beam.

The purpose of the electronic camera and the microprocessor is to

scan the electron beam across the detector surface in any desired

pattern and to store the data in a usable format. During the
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experiment the vidicon target was scanned by the electron beam in hori-

zontal paths or tracks, as shown in Figure (11). Each track contained

a maximum of 250 data points across the active surface area and a

total of forty tracks could be programmed into the OMA.

Although the maximum resolution of the vidicon was 251pm x 25im, in

practice it was not used. The laser spot size on the thin film sample

was as small as 170m and, only about seven data points would have

spanned the laser profile. To obtain a better resolution the beam

spot was magnified and reimaged on the vidicon. With sufficient mag-

nification, the output of all the photo-diodes in an area of 4 x 4

electron beam diameters could be integrated together while still

improving the effective profile resolution. Another advantage of this

approach was that the background noise of the vidicon was signicantly

reduced and the dynamic range was increased. During the experiment

each data point represented a physical area of lO0m x lOOvim.

The following technique was used to magnify and reimage the laser

spot in the diagnostic Path B. Location [5] (see Figure (9)) is the equi-

valent focal plane in Path B to that in Path A at the thin film sample,

(3] . The object distance is between the focal plane and the lens

at [6) and the image distance is betv en the lens [6] and the vidicon

[4] . The lens 6 had a focal length of 10mm and the object

distance was set to produce a magnification of about 12. Exact deter-

mination of the magnification was made by placing a thin wire (98.4pm)

in the beam path at [5] . Using a special holding and positioning

apparatus, built to allow fine control of the wire position, the

laser was fired and the wire shadow was viewed by the vidicon.

The vidicon was mounted on two Aerotech mounts which provided position

control. The image distance was adjusted by moving one Aerotech

41



____ ___ ___ ___ ____ ___ ___ ___ TRACK I

LASER
BEAM

____ ___ ___ ___ ____ ___ ___ ___ TRACK 16

OMA SCAN PATTERN

TRACKI 
TRCK 1

OM OUTPU

Fiur 11 *iio ScnPtenadOtu

* 42



mount until the wire shadow was as sharp as possible, and the number

of data points across the edge of the shadow was minimized. This

was easily done by shifting the vidicon along the optical axis

while recording the output. The span of the reimaged wire shadow

was determined by the number of data points across the shadow. Since

each data point represented a lO01im physical width the image size

was obtained directly, although it was necessary to go through a

calibration procedure of the vidicon to insure that the electron beam

was focused to its minimum 251im diameter. The magnification factor

was obtained by dividing the image size of the wire shadow by the

measured wire size. An effective resolution of the vidicon of 8.5pm

was obtained by dividing the lQOimm vidicon element size by the

measured magnification.

The next step was to calibrate the output response of the vidicon.

First, the uniformity of the vidicon response was measured across the

active surface area by using a Helium-Neon (He-Ne) laser operating

in the TEM0 mode. The beam was expanded, collimated and directed

onto a pinhole. The Airy pattern formed by the pinhole then fell

onto the vidicon. The distance between the pinhole and the vidicon

was predetermined by calculation so that the total variation in

laser intensity across the vidicon was less than 1%. The output of the

vidicon across the target area was then recorded, which showed a max-

imum variation of +7%. It should be pointed out that two different

detectors were used in the experiment. A PAR 1252 was used at

1.06 and O.53pm and a PAR 1254E used at 0.53, 0.35, and 0.26pm.

The overlap in wavelength at 0.53wm between the two detectors
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provided a cross calibration of the two. Both detectors exhibited the

same +7% in response uniformity.

An absolute calibration of the vidicon output was obtained by

placing an energy meter at the location of the thin film sample. This

is shown in Figure (9). The energy meter was a Laser Precision Rk-3200

readout unit and a RkP-331 probe. The spectral response was flat to

within +4% from 0.26 to 1.06m. The detector was apertured to the same

diameter as the lens at [6] to eliminate energy in the wings of the beam

that would not be seen by the vidicon. The laser was fired with the

oscillator cavity spoiled so that it did not lase and a background reading

was taken from the energy meter. At the same time the vidicon response

was recorded and stored on a floppy disc. The laser was then fired with

the cavity unspoiled; then the energy reading was recorded and the stored

background subtracted. Each data point obtained from the vidicon was

given in terms of counts, which represent the amount of electron beam

current required to replenish the surface charge of the photodiodes.

Within the linear range of the vidicon the counts are directly proportional

to the energy. To obtain the vidicon calibration all of the counts in the

spatial profile were integrated together and then divided into the energy

reading to obtain the energy per count. To find the peak energy/area, it

was necessary to scan the spatial profile, find the maximum data point,

then convert counts to energy and divide by the effective area of the

data point. For a single calibration a total of ten shots were taken and

the results averaged. The maximum variation from the average of a single

calibration shot was always less than +5%. During all test sequences the
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calibration was conducted before, during, and after the sequence to

insure that the calibration did not change.

A test was previously described in which the beam profiles in

Paths A and B were compared. A second test was employed during the

experiment. It was found that at O.26vim the damage morphology of

Hafium Oxide (HfO 2) films showed a uniform removal of the thin film

materials from the substrate. This i.; in contrast to the isolated cir-

cular pits observed at longer wavelengths. This uniform removal

appeared to reproduce the beam profile contour quite closely. NJoting

this, the laser beam was purposefully distorted in the near field to

produce random "hot spots" of energy in the far field. The HfO 2

samples were subjected to damaging pulses, the damage sites were

photographed and the complete intensity profiles were recorded with

the OtIA in the diagnostic Path B. The comparison of an actual damage

site with the vidicon output is shown in Figure (12). The lines of

constant energy per unit area are drawn on the vidicon output and the

photograph was taken with a Nomarski microscope. It is clear that the

distributions are essentially the same and that areas of high material

removal correspond to areas of high energy deposition. This served as

one of the checks employed to insure that the planes at £4] and (5]

(Figure 9) were equivalent.

This is the first damage threshold experiment in which the vidicon

technique was used tc obtain the laser spatial profiles. A similar

vidicon system was designed and built by Smith, et al. (92) and compared

with the usual photographic film techniques used to obtain spatial

profiles. As yet this system has not been used in damage experiments.
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The vidicon allows the first real time damage experiments which have the

same degree of accuracy as experiments using the much slower photographic

film techniques. In fact, the very large amount of data taken in this

dissertation would not have been possible without the vidicon beam

profiling technique.

The laser system, which was built by Quantel Corp., has a Nd-YAG

oscillator and preamplifier, and is shown in Figure (13). A Nd3+ doped

silicated glass rod is used as the main amplifier of the system, and

produces a maximum output energy of two joules in a 20 nanosecond

pulse. The beam as it exits the main amplifier is diverging and a long

focal length lens 19 is used to make the beam slightly converging.

The laser was passively Q-switched with a saturable dye (BDN) placed

in the oscillator cavity at [21 . The pulse length of the laser was

controlled by the dye concentration and the cavity length of the

oscillator. The output mirrors at ll and M3 could be rotated into

and out of the beam path to obtain the variation in the cavity length.

With Ml in and M3 out, a shorter cavity is produced and with the proper

dye concentration a 5ns pulse is obtained. Some variation in pulse

length could be obtained by varying the dye concentration, however, the

most stable operation occured with the 5ns pulse. The longer cavity

was designed for 20ns pulses, but it was found that using a dye concentra-

tion which produced 15-18ns pulses gave the most stable and reproducible

output.

The nonlinear crystals were placed at [20] and [21] . The second

harmonic of 1.06pm was produced by frequency doubling using a KDP

crystal at [20) . The third harmonic at 0.35pm was produced by sum

frequency generation with a second crystal at [21] This crystal
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19 20 21

12
18 I 16

,14
M 2 7 M, 6 4 2 ,

1) MS 390 with 5 mm RC mirror (R M 1.06 v)
2) CL06 Pockels cell
3) Polarizer
4) D2 Diaphragm
5) HH 305 laser head
6) Dl Diaphragm
7) Beam shutter
8) Corner mirror for 1.06 vi
9) Silver mirror for the HeNe

10) Silver mirror for the HeNe
11) Corner mirror for the 1.06
12) Silver mirror for the HeNe
13) HeNe laser
14) HH 305 laser head
15) AR coated 900 prism
16) AR coated 900 prism
17) SF 320-16 laser head
18) Double pass prism
19) Lens
20) FD 312 Harmonic generator
21) FT 312 for FQ 312 Harmonic generator

Figure 13. Detail of Laser System
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combined the fundamental (l.06pm) and the second harmonic (0.53pm) to

produce w + 2w = 3w (0.35pm). The fourth harmonic at 0.26pm was obtained

by frequency doubling the second harmonic. The crystals were angle

turned for index matching and were temperature stabilized.

It was found that beam quality in the far field was steadily de-

graded from the near gaussian profile at 1.06pm as one progressed to

0.26pm. This degradation is a normal occurence and is due to the non-

linear response of the crystals to structure in the 1.06 im near field

pattern. There was also shot to shot jitter in the position of the laser

spot at the target site. This was measured to be as much as lOOjm and

was caused by thermal gradients and vibrations within the laser system.

The positional jitter was accentuated by the long optical path of the

laser to the target site (%4M). The combined beam degradation and jitter

rendered some previously used beam spatial diagnostic techniques unsuit-

able. For example a pinhole arrangement used extensively by Newnam

(19, 21, 30) and Solieu (14, 15, 75) requires a stable output and a

gaussian profile. The pinhole is placed at the equivalent focal plane

in the diagnostic path and positioned so that the peak of the beam

spatial profile falls on the pinhole. The diameter of the pinhole is

picked so that the variation in energy over the hole diameter is less

than 5%. The measured energy through the pinhole is ratioed with a

total energy measurement on each shot to insure that there is no beam

jitter on the pinhole. With the laser system employed in this experi-

ment this technique could not be used and the OMA system was the

only approach which could be used to obtain the large amount of data

needed.

There were several important experimental factors associated with
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the laser that need to be considered when interpreting the final data.

The first is the variation of the laser pulse width as the frequency is

changed. Again, due to the non-linear response of the crystals, the

pulse width decreases as the fundamental frequency is doubled, tripled

and quadrupled. Under the conditions of the experiment the short pulse

widths (FWHM) at 1.06; 0.53; 0.35; 0.26im were 5+.25; 4.5+.22;

4.1+.22; 4.1+.2; 3.7+.18ns and the long pulse widths 15.5+.8; 13.5+.7;

12.5+.6; ll+.5ns. Since only two different pulse lengths were used at

each laser wavelength there was no practical way to correct the data for

the pulse width variation.

The second factor was the change in laser spot size with frequency.

Because of space limitations within the laboratory, the longest focal

length lens that could be used in the experiment was two meters. A one

meter focal length fl lens was used at 1.061im which produced a 360Pm

(FWHM) spotsize at the thin film sample. No difference in the break-

down threshold was found when a two meter fl lens was used at 1.06jim,

which produced a spot size of 360m at 0.53pm. At 0.35pm the spot

size was 250pm and at 0.26pm it was 170um. The spot sizes given

here are all FWHM points and represent an average at each wavelength.

In general, the beam was not gaussian and the spot uniformity

would vary with alignment drift in the non-linear crystals. Also

the profiles were not symmetrical. The spot sizes given here are

essentially the minimum dimension recorded at each wavelength. The

maximum values were about 15% larger than the quoted sizes.

A standard technique that has been used to keep the spot size the

same at each frequency is to move the sample closer to the lens at the

shorter wavelengths (13, 93). This means that the target sample is no
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longer in the far field. The beam profile was examined with the OMA away

from the focal plane of the focusing lens in path B. It was found that

at only a few centimeters from the focal plane that the beam had so

much structure the technique was not usable, a conclusion supported by

the work of Morgan, et al. (94). Thus, in the experiment it was not

possible to hold the spot size constant as the frequency was changed.

This will be discussed in more detail in Section IV.

The thin film target samples were mounted into a holder designed by

Bettis (95) and House (96). The holder allowed the samples to be

rotated around an axis parallel to the beam axis. In this way new sites

on the target could be rotated into the beam path. The holder also had

three axis translational control so that the sample could be initially

positioned and once a row was completely filled by laser shots, could

be moved to start a new row. The shot pattern created on the sample

is shown in Figure (14). Each laser shot site is 1.5mm from the next

site in the same row. The holder was rotated a set number of degrees to

obtain this spacing. Each row is 1.5mm from the next row.

For this experiment a duplicate holder was made for the Nomarski

microscope, which allowed the sample to be removed from the experiment

and examined under the microscope for damage.

co. o MOLBDNU

Figure 14. Laser Shot Pattern on the Sample
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Optical Alignment

The optical alignment of the system was important, particularly the

lens at [6) in Figure (9). First the beamsplitters at [1] and [2] were

positioned so that the beam was incident on the centers. The two paths

A and B were adjusted to be parallel. The vidicon and the sample holder

were placed in their respective paths and centered on the beams. Next

the focusing lenses at [1] and [2] were positioned into the beam paths

so that the beams were still centered on the vidicon and holder. The

lens at [6] was moved into the beam path and adjusted until the beam was

again centered on the vidicon. This could be done easily by watching the

vidicon output while adjusting the lens position. To complete the

alignment in Path B, the wire which was used to calibrate the magnifi-

cation was moved into position at [5] . The exact position was

again adjusted by watching the position of the shadow in the vidicon

output. Last, the vidicon position was adjusted until the shadow edges

were the most narrow.

The sample was then placed into the holder and adjusted until the

reflected beam made a 30 angle with the incident beam. This angle

prevented the reflected beam from feeding back into the laser system.

Each sample was etched with a file on the edge to serve as a reference

mark. The sample was then positioned so that the beam was incident onto

the etch mark and the first row of shots was begun by moving the sample 4mm

with respect to the laser beam. After the first row was completed the

beam was realigned on the etch mark and moved perpendicular to the beam

5.5mm, and another circular row of sites were tested. With this technique

a total of 250 sites could be tested on each sample.
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Sample Preparation

The thin film materials used in the experiment were Thorium

Floride (ThF4), Calcium Fluoride (CaF2), Magnesium Fluoride (MgF2),

Silicon Dioxide (Si02), Hafium Oxide (Hf02), Titanium Oxide (Ti0 2),

Aluminum Oxide (A1203 ), Zirconium Oxide (ZrO2), and Magnesium Oxide

(MgO2). These films were chosen based on their use as dielectric coatings

in the visible range and because their ultraviolet (UV) cutoff permitted

an evaluation of multiphoton effects. Each film was deposited in five

different thicknesses which at 1.06um were IX, 1/2X, 1/4, 1/6X, and 1/8X,

to within a 10% degree of accuracy. If the optical thickness of the

film at the wavelength of interest is an integral multiple of X/2 the

absorptance is

a = (Tu +Ru) - (Tc + Rc)

where Tu and Ru are the transmittance and reflectance of the uncoated

samples and Tc and Rc are the same quantities obtained after coating.

Although this is neither the most sensitive nor accurate technique for

measuring the thin film absorptance it does provide a valuable in-

dication of the amount of absorptance in the thin films. Typical process

parameter and measurements for MgF 2 are shown in Figure (15) and

Table (2).

Damage Threshold Determination

It is extremely desirable to have a method of determining whether or

not damage occurs in the sample after each laser shot without having to

remove the sample and place it under the microscope. In the past there

have been several techniques developed to determine damage at the time

of the laser shot. One is to monitor the damaging pulse after it has

exited the target sample. When breakdown occurs the latter part of the
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Figure 15. Residual Stress vs. Film Thickness in MgF2
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MgF 2 Deposition Analysis

Substrate temperature = 250
0 C

Ultimate pressure = 8xlO-
7

Deposition pressure = 2x0-
6 torr

No 02 bleed

Uncoated Surface Percent T.I.S. @ 6328 'm

Sample Film optical Roughness (FECO)

Number Thickness (A) Uncoated Coated

1100 9 0.035 0.35

1101 1.102X @ 1.06 Jn 9 0.34 0.36

1202 9 0.36 0.17

1203 0.572X @1.06 jim 9 0.32 0.28

1404 0.558X @ 0.530 Pm 9 0.32 0.040

1405 9 0.036 0.042

1606 0.537X @ 0.353 Pm 9 0.36 0.020

1607 9 0.038 0.034

1808 9 0.036 0.036

1809 0.419X @ 0.265 Im 9 0.034 0.030

Refractive Index Data Absorptance Data

(p ) n ) 2 (j ) a(X2 )

1.539 1.339 1.167 0.0015

0.946 1.351 0.789 0.0058

0.668 1.390 0.585 0.0055

0.519 1.387 0.469 0.0067

0.425 1.392 0.393 0.0076

0.361 1.385 0.337 0.024

0.315 1.427 0.297 0.033

0.279 1.426 0.265 0.036

0.251 1.432

Table 2. Analysis of MgF 2 Thin Film Coatings
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damaging pulse is truncated. Figure (16) shows the non-deformed shape

from a damaging pulse and the truncated pulse obtained through the

damaged site. It was found in this experiment that when damage occurred

and the beam was truncated that heavy damage was the result. That is,

small damage could be found under the microscope even when the beam was

not truncated. The truncation of the beam is associated with the forma-

tion of a plasma sufficient to block the beam from the detector. This

observation has been cited as support for the theory of avalanche

ionization (11) and for an impurity initiated avalanche model (75).

The definition of heavy damage, used here, refers to the creation of ten

or more isolated pits or craters within the thin film. The energy level

for heavy damage was substantially higher than for single site damage.

A seond method shown in Figure (17) was developed in this effort

and utilized the non-specularly reflected light from the sample target

site. A complete description of the method was detailed in a previous

publication (97). When damage occurred, an increase in the scattered

light was produced. This technique proved to be the most sensitive for

monitoring damage, and a single damage site of less than him in diameter

could be detected. However, since the amount of scattered light is

proportional to the ratio of the laser spot size to the damage site size,

the spot size of the laser could be no larger than lO0iim in order to

detect lum damage sites. This spot size was smaller than desired for

the experiment in order to exclude any spot size dependence, and the

technique was not used to determine damage events. In spite of this,

useful data was obtained with this technique, and a typical damage

sequence is shown in Figure (18). The laser was fired at a low energy
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A. NO DAMAGE TO SAMPLE

B. DAMAGE TO SAMPLE PULSE IS TRUNCATED.

Figure 16. Laser Pulse Truncation

Due to Damage
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level and the scattered light (pulse A) was measured as well as a

reference pulse (pulse B). The ratio of the scattered pulse to the

reference pulse was used to measure any change in the quantity of

scattered light. A damaging shot is shown in the second picture of

Figure (18) and the scattered pulse (C) has increased slightly relative

to the reference pulse (D). The pulses at (E) (scattered) and (F)

(reference) were produced when the laser was fired again at the low

energy level. It is clear most of the change has occurred after the

damaging pulse has passed through the sample. This explains why

monitoring the damaging pulse after it has exited the sample is not

as sensitive in detecting damage in thin films as monitoring changes in

the scattered light.

The third technique also utilizes scattered light from the damaged

site. This approach is called laser induced scattering (LIS) and is

still in use (15, 98). A He-tie laser beam is directed coincident with

the damaging pulse onto the target site. The target site to be tested

is viewed through a low power telescope and the scattered light from

the He-Ne laser is observed. A change in the scattered light occurs

after damage to the target site. This technique has been shown to be

effective for detecting single site damage with diameters as small as

31im (15). This technique is certainly equivalent to the previous one,

only the human eye replaces the photodetector. Besides being sub-

jective rather than quantitative, there are other major drawbacks of LIS.

It takes considerable practice on the part of the experimenter to obtain

the above quoted sensitivity, and in some cases single site damage with

a diameter of less than one micron frequently occurs.
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Because of the limitations of the above techniques, only visual

confirmation of damage under the Nomarski microscope was used to determine

the damage threshold. During a test sequence the first and last shot on

the sample were heavily damaged. This allowed easy identification of

the shot sequence under the microscope and also provided a check of the

duplicate alignment stage on the Nomarski microscope to insure that

each target site was being rotated into the field of view. For most

test sequences it was found that the sample could be rotated from the

first damage site to the last under the microscope without any

additional adjustment to the sample position. This was possible with

a magnification of about 5000 and sites less than lpm in diameter

could be found.

During the course of the experiment between 8,000 and 10,000 target

sites were scanned which was only possible because of the ability to

rotate through the target sites under the microscope. A complete shot

record was kept on each thin film sample and the data recorded was the

pulse length, wavelength, and energy level used at every target site.

It is possible, by using the shot record and the etch mark on the

sample, to find any desired target site under the microscope. This

technique was used to obtain the photographs of damage morphology which

appear in this dissertation.

A single test run on a specific dielectric thin film sample at one

pulse width and wavelength consisted of between 25 and 30 laser shots.

The variation in number of shots usually resulted from laser output

fluctuations or alignment problems during a run. After the first dam-

aging shot, the next five shots were distributed uniformly over a range
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from very low energy to an energy at which a visual plasma could

barely be detected. The five sites were examined under the microscope

and the highest energy at which no damage occurred and the lowest energy

at which damage occurred were noted. The next five shots were placed

within this range and so on.

The samples were cleaned prior to each experimental test. The

procedure used was to place the samples on a "clean" table. An

8 x 10-1/2 inch sheet of lens cleaning tissue was placed on top of the

sample and a small drop of spectral grade ethanol was deposited on the

tissue over the sample. Just enough ethanol was used to wet the

sample surface. Touching only the tissue, the tissue was pulled across

the sample surface until the surface was dry. This was repeated twice.

Figure (19) shows a typical experimental test plotted by the

procedure of Bettis, et al. (95, 96). The damage threshold was

determined by

ENERGY/AREA = (En + Ed) (23)

2

where En is the highest energy density at which no damage occurs and

Ed is the lowest energy density at which damage occurs. The spread in

the threshold is taken as

Es  21ER n E dl
= (2E -_dI' ~(24)
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The spread given by Es is usually taken as a measure of the statistical

nature of the breakdown process, but some care must be taken in this

interpretation. The experimental errors are found by the following

procedure and are errors from the energy measurement, the vidicon

response variation, and the measurement of calibration wire diameter.

These errors are expressed as fractional standard deviations and were

5%, 7%, and 5% respectively. The fractional standard deviation (fsd)

of the experiment can be determined from

2D 2 6±2 2 /f
g(ENERGY/AREA a () + +

ENERGY/ AREA f(Mjc'x)

where M = energy(E)/vidicon counts(C) and is the calibration factor

for the vidicon. The function f(M,C,x) for this experiment is

f(Mox) = (26)
X

2

x is the effective element width, determined by the wire calibration.

In using equation (25) it is assumed that the errors in M, C and x are

statistically independent. It is also assumed that systematic errors

occur mostly in determining the damage threshold under the microscope.

The trends in the data as a function of the various parameters are

affected by the systematic errors and therefore do not alter the con-

clusions of this work. The final calculated fractional standard

deviation was 17.1% and is used for the error bars on the data in the

graphs in Section IV. The calculated fractional standard deviation

due to errors in M alone, was 12.1%. If the measured fsd of 5% had
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been used for M, the total experimental fsd would have been 14.8%.

In any event the precision found in the damage thresholds by

equation (24) was generally better than either of the above values. In

fact, the average variation for the different materials ranged from 7.1%

to 10.3% and the average for all of the materials was 9.2%. In this

research effort it is not possible to ascribe the variation of the

breakdown threshold to the statistics of the damage as opposed to

the statistics of the experimental error.
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IV. RESULTS

In the previous section the experiment was described and an error

analysis of the data was given. In this section the data will be

presented, discussed and compared to the three theoretical treatments

discussed in Section II. However, before this can be done the following

point must be discussed. Since the tested films were deposited in

different thicknesses and covered a wide range of indices of refraction,

the standing electromagnetic wave formed inside the films had to be

considered. The equation for calculating the standing field patterns

has been given by Newnam et al. (20), and for normal incidence is

_El 2 + + 2fl2cos(S,- I(1z (7
A?+ B2

where A +(I G. f)[COS(..k z) + rcoS( 6, +koz)]
2 2

B 0I + )[IN(& - kz) + r SIN( 0z

Sm = 2krndm kniZ 4fln
Ao

n rn.,- lrn m 2lm-,
flm-, + n,, n, + I

The indices 0, 1 and 2 refer to air, thin film and substrate respective-

ly. E is the electric field strength, n is the index of refraction and

d is the layer thickness.
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Figure (20) shows that the standing field pattern for a him thick HfO 2

film at the four wavelengths of laser radiation. The calculated ratio of

the peak internal field (squared) to the peak incident field (squared) was

used to obtain the same ratio for the peak energies per unit area incident

onto the film. The measured energy/area incident onto the film was multiplied

by this ratio to obtain the internal energy densities shown in tables (3-7).

The percentages shown after the data represent the spread in the

experimental data given by equation (24) in Section III. The inter-

pretation of these percentages was discussed at the end of the last

section and should not be confused with the experimental error which was

Damage Threshold Changes with Film Thickness

Newnam (20) reported a dependence of the breakdown threshold of

TiQ 2 films on the film thickness. This dependence was attributed to the

different field strengths in the films and the thresholds were found to

correlate with the internal field strengths. It can be seen in the data

for TiO 2, which has been corrected for the internal field strength,

that there is very little difference in thresholds. The fact that the

film thickness dependence of damage to TiO 2 disappears when the data is

corrected for the internal field strength would seem to support the

conclusions of Newnam. However, an examination of all the data for the

different film materials reveals that there is an additional thickness

dependence of damage in many of the materials. For example, at l5ns and

1.06o~m the 1/8A ThF 4 film damage threshold is more than four times

greater than the UX film. Since the data has been corrected for the
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internal field strengths, this film thickness dependence of damage

is unexplained.

All of the fluoride films show a prominent increase in damage

threshold with a decrease in the film thickness. This phenomenon is

weaker and in some cases non-existent in the oxide films. AI203, MgO

and SiO 2 all had a film thickness dependence of damage, however, ZrO 2,

HfO2 and TiO 2 showed essentially no dependence.

The film thickness dependence of damage is further complicated by

changes in the laser wavelength and pulse length. All of the data shows

that the thickness dependence in fluorides is strong at 1.061im and be-

comes progressively weaker at shorter wavelengths and pulse lengths. In

fact, there is no thickness dependence in ThF 4 at 0.26im and 5ns pulse

length. SiO 2, AI203 and HgO damage thresholds exhibited a weaker but

similar trend with changes in film thickness.

Damage Threshold Dependence on Pulse Length

The MgO and TiO 2 thin film damage contain another important feature.

There is essentially no laser pulse length dependence in the TiO 2 films

at 1.06jm; however at 0.53 im the damage threshold increases with longer

laser pulses. The MgO films behave the same at 0.53, 0.35 and 0.26 im in

that they show a pulse width dependence at these wavelengths, but not at

1.06pm.

The fluoride films show a much stronger dependence of damage on

pulse width at O.26um than the oxides. In fact Al203, SiO 2 and ZrO 2

film data indicates a weak laser pulse width dependence at 0.26vm. The

only oxide films which exhibit a marked time dependence at 0.26pm are

rgO and HfO2.
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Damage Threshold Dependence on Wavelength

Another important aspect of the data is the change in damage

threshold with the laser wavelength. In most cases the threshold drops

as the laser wavelength decreases. There are a few exceptions to this

observation; at 15ns the l/8X(A=l.06pm)TiO 2 and the 1/8A and 1/4 MgO

films do not decrease in damage threshold between 1.06 and 0.53om,

but at 5ns the damage threshold of all the films decrease as the laser

wavelength decreases.

The variation of damage threshold with wavelength can also be

determined from the data to be a function of the film thickness. For

example, the 1/8X ThF4 film decreases by a factor of about fifteen in

going from 1.06 to 0.26wm, whereas the U% film only decreased by a

factor of about three. This phenomenon is seen to hold true for all of

the materials except TiO 2, which was not tested at 0.26pm, ZrO 2 and

MgO.

To summarize the observations made to this point, we can say that

in general the films exhibit a thickness dependence on damage threshold

which cannot be explained by the different internal electromagnetic

fields in the films. This influence of film thickness on damage is

further affected by the laser pulse width and wavelength. The next

feature which can be clearly seen in the data is the dependence of

damage threshold on laser pulse width. This phenomenon has been

reported in other research (3, 19, 21-25, 53). This effort is unique

in that a large number of different thin film materials (nine) have

been tested at two different laser pulse widths over a range of

different film thicknesses and wavelengths. The large matrix of data
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obtained will aid in evaluating the physical causes of the influence of

laser pulse width on the breakdown threshold.

The pulse length dependence is stronger for the fluoride films than

for the oxide films. We note for example that at 1.06 im CaF 2 data

shows a consistent increase in damage threshold at all film thicknesses 9

in going from 5ns to l5ns. The same behavior is not as marked in

AI203, TiO 2, MgO, or ZrO 2 data. In fact, the last three materials do

not exhibit any laser pulse width effect at 1.06om.

Observations on Damage Morphology

Wavelength, pulse length and film thickness are all important

parameters which have been observed to influence the damage threshold of

thin films. There is another parameter which can be utilized to provide

clues to the nature of the breakdown mechanism. This is the observation

of the damage site morphology. In Figure (21) a sequence of four damage

sites for MgO is shown. Each photograph was taken on the same MgO film

at the same magnification. The damage sites were produced by 5ns laser

pulses at wavelengths of 1.06, 0.53, 0.35 and 0.26km. The two most

obvious features of the morphology are the decrease in damage site size

and increase in the number density of sites as the laser wavelength de-

creases. The same general behavior of the morphology was observed in

all the thin film although the change was not as dramatic in the oxide

films, except for MgO, as in the fluoride films.

At O.26Hm there was an additional change in the oxide film damage

morphology. At the longer wavelengths the morphology was that of indi-

vidual cratered sites as shown in Figure (21). At 0.26 jm the damage

morphology became more uniform in appearance. The damage at 0.26pm for
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Figure 21. MgO Damnage Morphology vs. Wavelengthj

77



A1203, SiO 2, HfO2, and ZrO 2 is shown in Figure (22). For completeness,

the damage sites in ThF4 for different wavelengths are shown in

Figure (23). The individual crater sites, which are evident in the

damage at O.26pm, were observed for all the fluoride films and MgO as

opposed to the uniform and diffuse damage in the rest of the oxide thin

films.

All of the films were not tested at every wavelength, pulse length

and film thickness. The two most obvious cases are the MgO and TiO 2.

The lim MgO film was not tested at most wavelengths because of the

quality of the film. Under the microscope there were so many "chunks"

of impurities or foreign matter in the film that it was generally im-

possible to locate the damage sites unless the damage was catastrophic.

The TiO films were tested at 0.26vm, however, the threshold was so
2

low that to obtain meaningful data the dynamic range of the vidicon

system would have required adjusting and recalibrating the system. Time

constraints would not permit this.

An additional point concerning the TiO 2 films involves the ab-

22sorption edge of bulk TiO 2 which is at O.3uim, close to the O.35vim

laser radiation. It can be seen from the data that the damage threshold

drops by more than an order of magnitude in going from O.53pm to O.35 im.

The measured absorptance is a factor of four higher at O.351im than at

O.53wm; a similar change for the other oxides occurs between O.35jm and

O.26m. At O.26um the laser radiation photon energy is well past the

absorption edge of TiO 2 and damage can be ascribed to linear absorption.

The damage morphology of TiO 2 goes from single site to uniform

morphQlogy just as the other oxide films; however, in the case of TiO 2
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Figure 22. Oxide Damage Morphology at O.26ijm
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the change occurs at 0.35pm rather than 0.26pm. The IiO2 damage at

0.35om looks the same as the ZrO2 damage at O.26pm shown in Figure (22).

Between 1.06 and 0.53pm TiO 2 films show the same decrease in single site

size and increase in density as the other materials.

The observations made above can be summarized as follows:

1. In general, films exhibit a damage threshold which depends on

film thickness in a way that can not be explained by internal

electromagnetic fields.

2. The fluoride films show a stronger dependence of damage

threshold on film thickness than the oxide films.

3. MgO and TiO 2 damage thresholds have no pulse width

dependence at 1.061m but do at shorter wavelengths.

4. The damage thresholds of fluoride films show a stronger laser

pulse width dependence than those of oxide films.

5. ZrO 2 damage thresholds have essentially no pulse width

dependence at any wavelength.

6. Al2 03 SiO 2, and ZrO2 damage thresholds exhibit little or no

pulse width dependence at 0.26pm.

7. MgO and HfO 2 damage thresholds have a marked time dependence

at 0.26pm.

8. The thin film damage thresholds decrease with decreasing

laser wavelength.

9. In general the film thickness dependence becomes weaker at

shorter wavelengths. That is, the decrease in damage

threshold is more pronounced for thin films than for thick

films.
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10. The individual damage site size decreases and the number

density of sites increases with decreasing laser wavelength.

11. The change in site size with wavelength is not as pronounced

for the oxides as for fluorides except in the case of MgO.

12. The damage morphology of most oxide films changes at O.26jm

from individual craters to a uniform area damage.

13. The damage morphology of TiO 2 films changes at 0.35um.

14. The damage morphology of the I/6X(X = 1.06om) HfO2 film is

the same at all wavelengths and looks like the 0.26om damage

morphology of the oxides shown in Figure (22). Also the

damage thresholds of the 1/6X HfO2 is much lower than any other

HfO2 film.

Comparison of Theory and Experiment

The predicted pulse width dependence was discussed in Section II

for the three theoretical models. The weak pulse width dependence of

some of the oxide film data, particularly ZrO 2, does not come close to

fitting with the expected pulse width dependence given by equations (3)

and (6) for the avalanche ionization. Because the avalanche model pre-

dicts an extremely strong pulse width dependence (%t p) the fluoride film

data also can not be explained by this model in terms of laser pulse

width effects which more closely fits a tpI/ 2 dependence. More

importantly, there is nothing in the avalanche model which can account

for a change in the pulse width dependence of damage with a decrease

in laser wavelength, as observed in MgO and TiO 2. The conclusion is

that the avalanche ionization model does not provide a good explanation

of the observed pulse width dependence trends in the data.
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The multiphoton model does predict a change in pulse width depend-

ence with laser wavelength. It can be seen from equation (11) that as

the laser wavelength is decreased the pulse width dependence of damage

becomes weaker, which is in exact contradiction with the experimental

data, especially for the oxides. The closest that the multiphoton model

comes to agreeing with the oxide film data is at 0.26-pm. At this wave-

length the multiphoton model would predict, based on equation (11) and

bulk material parameters, a pulse width dependence which would go like

(tp )112 . Although this dependence fits for some of the oxide materials

it does not for the majority. However, since fluoride bulk material

band gaps are around 8 electron volts, the predictions of equation (11)

do give reasonable agreement with the fluoride data at O.26im.

For one photon or linear absorption, equation (11) predicts that

there would be no pulse width dependence. At O.261m the photon energy

is slightly less than 5 electron volts (ev) and therefore, based on bulk

parameters one photon absorption would not occur in the films. The

band edges of all the oxides which exhibit weak pulse length dependence

are all greater than 5ev. Atomic impurities, structural inhomogeneities

and finite physical dimensions of crystalline structure in thin film

form, produce energy levels within the band gap. Although for dielectric

materials these levels are generally shallow, they can reduce the

effective band gap of the material. Thus it is possible that one-photon

absorption based on bulk material parameters could explain the oxide

film data at O.26pm.
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In support of the above comments on one-photon absorption is

the fact that the measured absorptance of TiO 2 at O.35pm, which is just

below the bulk material band gap in photon energy, was .133. Near

0.26pm the rest of the oxides, except MgO, which had a lower absorptance,

had an absorptance of about .15. Thus the similarity of absorptance

between TiO 2 at 0.35 im and the other oxides at 0.26 im suggests that the

effective band gap could be substantially smaller than theory would

indicate.

To conclude the comparison of multiphoton theory with the data,

we can say that multiphoton theory gives a good pulse width dependence

only with the fluoride data at 0.26im.' One-photon absorption would

agree with the pulse dependence observed in AI203, SiO 2, and ZrO2 at

O.26wm. The similarity in absorptance in these oxides at O.26pm and TiO 2

at 0.351m lends some support to one-photon absorption as a damage

mechanism in these materials at O.26pm.

The wavelength dependence of breakdown in the avalanche model is

clearly contained in equation (3). Unles,, (E /mLc2 )I2 is much greater
g ac

than the laser frequency w, the damage threshold increases as the laser

wavelength decreases. An examination of the experimental data in

tables (3-7) shows this prediction to be in contradiction with the data.

The MgO data for a 15ns laser pulse at 1.06 and O.53pm is the only data

which does not decrease in going to shorter wavelengths. The avalanche

.model would predict a constant damage threshold with decreasing wave-

length if (E /mL2 ) /2 were much greater than w, in agreement with
g ac

the MgO data. However, this model completely fails in explaining the

wavelength dependence of damage in the rest of the data.
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The multiphoton model based on the Keldysh theory (39) predicts a

damage threshold which decreases with decreasing wavelength as shown in

Figure (1). This is the same trend that is seen in all of the experi-

mental data except for MgO between 1.06 and 0.53vm. However, the

calculations based on bulk material parameters give absolute damage

thresholds which are usually more than an order of magnitude larger

than the thresholds measured in this effort (92). Neglecting the last

point we could conclude that the multiphoton model predicts the observed

trends of damage threshold with laser wavelength in the experimental

data.

The damage morphology must also be discussed in terms of the

avalanche and multiphoton models. There is no conflict with the

observed single site crater morphology shown in Figures (21 and 23).

Originally it was believed that this type of morphology was indicative

of impurity damage (53, 63). However, it has been pointed out by

Epifanov (6) that formation of small plasmas as a result of avalanche

ionization could produce the same morphology in the nanosecond pulse

regime. In this pulse width regime the electron diffusion rate would

not be significant in a volume whose diameter was between one and three

microns. In this research work the problem in explaining this

morphology within the context of avalanche ionization is the change of

morphology with laser wavelength. A decrease in site size could be

explained in the avalanche model through a change in pulse length which

affects the extent of the electron diffusion. However, nothing in the

avalanche model can account for a change in site size with wavelength,

or the increase in the number density of the sites at shorter wavelengths.
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With this model the density of sites has to be interpreted in terms of

the location and density of initiating electrons and the density of

initiating electrons is not a function of laser wavelength.

For a pure intrinsic material the multiphoton model would give even

less agreement. The absorption would occur uniformly over some area

which coincided with the peak irradiance of the laser pulse. The

resultant damage morphology would be uniform like the morphologies shown

in Figure (22), and the morphology would not appear as isolated

damage sites.

Certainly thin films can not be regarded as intrinsic materials.

It may be possible that a high densitycluster of atomic impurity levels

occurs in the film and produces an isolated damage site. This type of

effect could also explain the observed increase in number density as the

wavelength decreases since more impurity clusters might participate in the

damage process as the number of photons required decreases. The major

difficulty with the cluster hypothesis is an explanation of a decrease in

site size with a decrease in laser wavelength. We would have to argue that

the size of the clusters which produce damage is influenced by laser wave-

length. Currently there is no physical evidence or reasonable conceptual

mechanism on which to argue this case.

The morphology discussion given above suggests the possibility

that a combination of the multiphoton and avalanche models could give a

better fit to the experimental data. For example, it is possible to

explain the increase in number density of damage sites by multiphoton

initiated avalanche ionization in MgO. This could explain the lack of

decrease in threshold between 1.06 and 0.53im and then the decrease at

shorter wavelengths as multiphoton effects begin to dominate. This
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situation is given as the combined theory in Figure (1). Some of the

other materials such as ZrO 2, HfO2 and TiO 2 which have a weak decline in

damage threshold between 1.06 and 0.53um and then a stronger decline at

shorter wavelengths might also be explained by a combined theory. The

materials which show a strong decline between 1.06 and 0.53um would

have to be explained by a strictly multiphoton dominated process.

The last point highlights some of the failings of the combined

theory. If multiphoton processes were to dominate over avalanche ion-

ization at some wavelength, they would be expected to do so first in

materials with the smallest band gaps. The absoprtion edges for MgO,

HfO2, ZrO2 and TiO 2 are 0.175, 0.24, '0.24 and 0.31m respectively (93).

For MgF2 and Caf 2 they are 0.113 and O.124wm. Based on bulk material

parameters the multiphoton process should dominate in the oxides before

the fluorides which is in exact contradiction with the experimental

data. The major difficulty in trying to interpret the experimental data

with the combined theory is that the interpretations based on pulse

width and wavelength behavior for one material give inconsistent re-

sults when applied to another material. In addition, there is no

explanation for the change in damage site size with wavelength.

The only conclusion that can be drawn is that although both the

avalanche and multiphoton models, either separately or combined, can

account for isolated sections of the data, but contradictions accrue

when all of the data is dealt with as a whole. The trends observed in

the data are not adequately described by these two models.

This conclusion is further substantiated by the fact that neither

the avalanche nor the multiphoton theory contain any feature whirk,

account for the observed film thickn(es dc, enden- , ,
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not occur naturally in these two theories.

The impurity model can be examined in terms of the same trends in

the experimental data. Figures (24) to (27) provide a comparison of the

ThF 4 data to theoretical calculations based on equations (19) and (20).

In each figure the damage threshold is plotted as a function of the film

thickness and the solid curves are the theoretical calculations. In the

case of ThF 4 the impurity was modeled as ThO 2. The existence of this

impurity or ThOF2 in ThF 4 films has been supported (78) and fortunately,

thermal constants for ThO 2 were available.

The most obvious feature of this impurity model is the prediction

of an increase in damage threshold with a decrease in film thickness.

This occurs because it is assumed in the model that the maximum size an

impurity can have is limited by the film thickness. That is, as the

film thickness increases so do the impurity sizes. This situation has

been well supported by work at Perkin-Elmer (77) in which this phenomenon

has been observed for many types of films.

The theoretical curves in the figures are adjusted to the data at

each wavelength. This is done by selecting one data point for either

the 5ns or l5ns data and normalizing the appropriate theoretical curve

at that point. The other theoretical curve for the remaining pulse

width is then normalized by the same factor so that the relative position

between the two curves are not changed. Therefore, the theortical curves

in each figure have been normalized to a single data point.

It is apparent from the figures that this model gives a good pre-

diction of both the film thickness and the pulse width dependence of

the damage threshold in ThF 4. The theoretical curves also fit the data
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as a function of the laser wavelength and predict the observed decrease

in film thickness dependence of damage at shorter wavelengths. The

greatest point of disagreement is at 15ns and 1.060m for the I/8pm thick

film. The measured damage threshold is close to that of the bare

surface fused silica threshold. It is at this point that we would ex-

pect the greatest departure from theory because of the very high energy

densities involved. Many more effects can become important at these high

field strengths which could reduce Lhe measured from the predicted

threshold. The theoretical curves show a flattening over more of the

film thickness at 0.35 and O.26pm as opposed to 1.06 and O.53wm. It is

not evident in the Mie cross-se-ction given in equation (20) and the

thermal equation (19), but the impurity theory predicts that when the

laser wavelength is reduced, the size of the impurity that is most

sensitive to damage is also reduced. The flattening of the theoretical

curves at the shorter wavelengths occurs because the size of the impurity

which is easiest to damage is not exluded by most of the very thin films.

The value of film thickness at which the damage thresholds begin to rise

is also shifted to thinner films at shorter wavelengths for the same

reason. Both of these trends are observed in the data.

The 0.35 and 0.26pm curves indicate that the lm thick film damage

thresholds are above the theoretical curves. One explanation for this

is that as the impurities become smaller the ratio of the volume of

film material required to be removed during the damage process to volume

of impurity increases. The smaller particles absorb less total energy

and additional energy must be deposited for material removal to occur

and be visually recorded as damage. Evidence for this effect is shown
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in Figure (28). The damage sites are for MgF 2 and ThF 4 lIm thick films

damaged at 0.26im. The small light spots appear to be damage sites at

which the film surface has not yet been ruptured. These light spots

are seen only in regions that have been irradiated by the laser beam.

A more graphic recording of this effect is shown in Figure (29). This

picture of ThF 4 damage was taken with a scanning electron microscope

(SEM) and shows clearly the development of cratering as a result of

damage. If the film is damaged with an even higher energy laser pulse,

material is removed in a large region as if the density of the craters

became high enough to overlap (Figure 28). The center of the region

is covered with many small pits and the light spots are seen only

outside the edge of the area.

The curves for the ThF4 data are representative of all the

fluoride film data. In contrast, Figures (30) and (31) show the be-

havior of Al203 which are for 1.06 and 0.260m laser wavelengths.

We note that there is a weaker sensitivity of damage to film thickness,

and although the agreement is not as good as with fluorides this feature

is accounted for in the impurity theory. The decrease in sensitivity

of damage on film thickness is a result of the five to six times

smaller thermal conductivity of Al203, compared to the fluorides.

A lower thermal conductivity of the host material relative to the

impurity reduces the thermal losses from the impurity and smaller

impurities are damaged. This behavior has the same effect in Al203 as

going to shorter wavelengths in ThF In fact the 1.06pm curve for

Al203 is quite similar to the 0.261jm curve for the ThF 4 films.
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Figure 29. Electron Micrograph of ThF 4 Damage Sites
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The composition of the impurities in AI203 films is not known so

the parameters of a dielectric type impurity were used and varied to

obtain a reasonable fit to the data. From Figure (6) and

equation (21), it can be shown that the Mie cross-section for metallic

impurities increases for smaller particles over the wavelength range

of interest. Thus, metallic impurities would damage at even smaller

sizes, and further weaken the film thickness dependence.

In general, the thermal conductivity of oxide materials is smaller,

by a factor of five to an order of magnitude, than the thermal conduc-

tivity of fluoride materials. The smaller energy loss from impurities

in oxide films leads to a prediction by the impurity model of weaker

pulse width and film thickness dependence in oxide films than in

fluoride films. These trends were observed in the data. The impurity

model also predicts that the film thickness dependence in oxides should

become weaker and the pulse width dependence stronger with a decrease in

laser wavelength. This predicted behavior is observed in AI203, TiO 2

and MgO.

Since the comparison between theory and experiment in Figures (24)

through (27) was made by normalizing the curves at each wavelength, they

do not provide a reasonable picture of the predicted wavelength

dependence. Figure (32) compares the theoretical and experimental values

of the damage threshold of CaF 2 films as a function of wavelength. The

theoretical predictions and experimental data are given for both 1/8

and lpm thick films. The theory and experiment both show a faster

drop in the damage threshold for the I/8im film than for the lv1m film

as the wavelength decreases. The theoretical curve for the 1/81,m has
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been normalized for clarity to the 1.061im data point. Although the

theoretical curve for the lum film is normalized at 1.06im the relative

positions of the two curves was not changed. The experimental data

shows a faster decrease in the damage threshold at 0.53'm than the

theoretical curves. One explanation for this can be found in the imag-

inary index of refraction used in the Mie absorption cross-section.

The index was picked to fit with a transparent dielectric impurity (less

than .01) at 1.06pm. For this case the imaginary index of refraction

increases with decreasing wavelength. This fact was not included in

the theory because of the lack of knowledge of the impurity composition.

Based on absorption curves for dielectric materials this increase could

be expected to be more pronounced at wavelengths shorter than O.53m.

However, without a detailed knowledge of the impurities it is not

possible to bound the magnitude of this effect. What can be said is,

that if the wavelength dependence of the index could have been included

in the theory, the curves would also have exhibited a faster drop in the

damage threshold at shorter wavelengths. However, the impurity theory

does predict the observed general trends of a drop in damage threshold

as the wavelength is decreased.

Finally, we will examine the observed damage morphology within

the context of the impurity model. Figures (21) and (23) show that the

individual damage sites decreased in size with decreasing wavelength.

This trend was noted to be a general behavior in all of the films

except TiO 2 at O.35pm and the other oxides at O.26im. Since the

impurity model predicts that the size of the damaging impurity decreases

with decreasing wavelength, this would explain the observed morphology.
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Research has been conducted to characterize the number density of

impurities as a function of their scattering cross section in thin

films (62, 68). Artm'ev et al. (62) showed that the number density in-

creased by two orders of magnitude as the cross-section decreased from

3xlO 9 to IxlO cm . For particles smaller than the test wavelength

(Artem'ev used 1.06pm) the cross-section decreases as the particle size

decreases (81, 94). The particular particle size at which the

decrease in cross-section begins, depends on the real and imaginary in-

dex of refraction; but in general it occurs for particles whose radius

is slightly smaller than the wavelength of the light. The implied

increase in number density with a decrease in particle size is supported

by the work of Leonov, et al. (73). They found, in bulk glass, that the

number density of microinclusions increased from 3xlO 6 to IxlO 11 cm- 3 as

the particle radius decreased from 0.3 to 0.ljim. With this strong

evidence as support, the impurity model would also predict an increase

in the number density of damage sites with a decrease in laser wavelength.

From Figures (21) and (23) we can see that this is exactly what occurs.

It was noted that the oxides in general do not exhibit as marked

a change in morphology with wavelength as do the fluorides. The theory

predicts that smaller impurities will damage in the oxides than fluorides

because of their smaller thermal conductivities. In this case it would

be expected that the morphology change would be less noticeable. Also

the apparent morphology change in the oxide films at 0.261im shown in

Figure (22) might be similarly explained.

As previously noted, number densities as high as l0l cm- 3 were

reported by Leonov (73) in bulk material. The morphology such as that

102

M .. ..... . .-vm I In



seen in Figure (22) could result from very densely packed small sized

impurities. In addition if the damage is produced by many closely

spaced impurities then the total damaging process would be a collective

action of many impurity interactions. An impurity model based on this

mechanism has been treated to some degree by several Soviet workers

(60, 67). The amount of energy which thermally diffuses is reduced from

any one impurity since the host material is heated by numerous close

neighbor impurities and the heat flow from any one impurity depends,

of course, on the temperature gradient. If the host is heated to a

critical temperature and damaged by this process, the pulse width

dependence should be weak. In either case, whether damage occurs as

many small sites or within the host material itself, we would expect a

weakening of the pulse width dependence in these cases. Within experi-

mental error, this was observed for some of the oxide films at O.2611m.

A weak time or pulse width dependence and a uniform damage morphology

has been observed for damage by 100 nanosecond pulses (14), where the

diffusion time is much greater. It should be possible to treat damage

in this regime by a collective impurity model such as those given by

the Soviet workers (60, 67).

The damage morphology of MgO in Figure (21) appears more like that

of the fluoride films. The thermal conductivity of MgO is larger than

those of the other oxides and falls within the range of the fluoride

conductivities (79). Based on the impurity model it would be expected

that the inclusion morphology of the MgO films would be similar to that

of the fluoride films. It should also be noted that MgO was the only
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oxide material which did not exhibit a uniform morphology at O.26pm,

and was similar to the fluoride morphology at this wavelength.
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V. CONCLUSIONS

In the last section fourteen specific observations were made on

the experimental data and then examined in terms of each of the

theoretical models. The results of this examination are summarized

below.

OBSERVATION POSSIBLE EXPLANATION(S)

1. The damage threshold increases Impurity Model. (Exclusion of

with thinner films larger, easier to damage impurities).

2. Fluoride films show a stronger Impurity Model. (Lower thermal

change in damage threshold with conductivity of oxides results in

film thickness than oxides. damage to smaller impurities).

3. MgO and TiO 2 damage thresholds Impurity Model. (Mie absorption

show no pulse with dependence at increases at shorter wavelengths

1.O61im but do at shorter wave- for smaller impurities which have

lengths. higher thermal diffusion losses.

Because of the lower thermal con-

ductivity of oxides a "no pulse

width dependence" would be seen in

in oxides at longer wavelengths

before fluorides).

4. Fluoride film damage thresh- Impurity Model. (Same reason as

olds have a stronger pulse width in 2 and 3).

dependence than oxide film Multiphoton Model. (Higher bandgaps

damage. of fluorides than oxides).
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, 02 damage threshold has no Impurity Model. (Very low thermal

pulse width dependence at any conductivity in ZrO2, about an order

wavelength, of magnitude less than the other

oxides).

6. Al20 3, SiO 2 and ZrO2 damage Impurity Model. (Mie absorption in-

thresholds exhibit weak or no creases for smaller impurities to the

pulse dependent at 0.261im. extent that they collectively damage,

resulting in less total energy

diffusion loss).

One Photon Absorption. (Linear

absorption).

7. MgO has marked damage Impurity Model. (Thermal conductiv-

threshold dependence on pulse ity similar to fluorides).

width at 0.26pm.

8. Thin film damage threshold Impurity Model. (Mie absorption

decreases with decreasing wave- increases).

length. Multiphoton Model. (Order of

process decreases).

9. The damage threshold of Impurity Model. (At long wave-

thick films decreases more lengths the larger easy to damage

slowly with decreasing wave- impurities are excluded in the

length than thin films. thinner films giving a much higher

damage threshold. At shorter wave-

lengths the smaller impurities

are damaged).
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10. Damage site size and number Impurity Model. (Smaller and more

density of sites increases with numerous impurities are damaged).

decreasing laser wavelength.

11. Change in site size with Impurity Model. (Lower oxide ther-

wavelength is not as sharp for mal conductivity, except MgO,

oxides as fluorides except MgO. results in smaller impurities being

damaged).

12. Damage morphology of most Impurity Model. (Same reason as

oxide films changes at O.261im in 6; high density of small im-

from individual craters to uni- purities.)

form area damage. One Photon Absorption. (Direct

band edge absorption.)

13. The damage morphology of Impurity Model. (Same reason as

TiO 2 becomes uniform at 0.35pm. in 12.)

One Photon Absorption. (Same

reason as in 12.)

14. HfO 2 damage does not fit Unexplained.

with the film thickness be-

havior seen in other materials.

The damage morphology of

the 1/6X HfO 2 films is uniform

at all wavelengths.

Of the fourteen observations the impurity model can explain thirteen.

Figures (24-27, 30, 31) have also shown that the impurity theory gives

more than just a qualitative prediction of the observations (1), (2),

(4), (6), (8) and (9). The main issues which are unresolved by this
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model are the unusual nature of the data and morphology of the I/6wm

HfO 2 film and the time dependence of HfO 2 at 0.26rm.

There are numerous problems with the avalanche and multiphoton

models. These models can not explain the film thickness dependence

of damage or in fact items 1-3, 10, 11, 14 and 15. The strong (almost

linear) time dependence given by the avalanche model can not explain

the dependence observed in the fluorides. Equation (11) from

multiphoton theory would indicate that two photon absorption is opera-

tive in the fluorides because the observed dependence is close to

(tp )12 However, if a process is two photon at 1.06 im it would be

one photon at 0.53pm and there would be no pulse width dependence. In

contrast, a pulse width dependence was observed. A combined avalanche

and multiphoton model could explain observations (4) and (8), but the

observed pulse width dependence in MgO at 0.261im would be in contradic-

tion, because two photon absorption at 0.53pm would be one photon at

0.26 im. The uniform morphology observed in the oxides at 0.26 im might

be explained by intrinsic two photon absorption; however, the non-

existant or weak pulse dependence in AI203, SiO 2 and ZrO2 damage con-

flicts with this. In the final analysis none of the observed trends

in the data can be explained in a consistant manner by the avalanche

or multiphoton models.

There is another explanation of the uniform morphology in the

oxide films (one photon absorption) that should be discussed. The

measured absorptance of TiO 2, at 0.35im was 0.133. At 0.26im the

absorptance of AI2039 SiO 2 9 ZrO 29 and HfO 2 were 0.151, 0.171, 0.2
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and 0.192 respectively. On the other hand the measured values for MgO,

CaF 2, MgF 2, and ThF4 were 0.032, --, 0.036, and 0.012. The linear

absorption is comprised mainly of macroscopic impurity absorption and

atomic impurity absorption. The first contributor has already been

discussed through the Mie absorption cross-section and damage due to

this effect is treated by the impurity model. The second contributor

is somewhat different. Sparks (95) has given the atomic impurity

energy levels of major impurities in many of the materials tested

in this research. These energy levels lie in the band gap of the host

material. The exact location depends on the particular impurity and

the host material. If it is as'sumed that the atomic impurities are

distributed almost uniformly throughout the thin film, then such a

morphology at 0.26wm can be explained by one photon absorption and

electron promotion to the conduction band from the impurity levels.

In either case it could be concluded that the damage morphology at

O.26im is explained by linear absorption. The correlation between the

damage morphology and the measured absorption would also support this

conclusion.

Table (8) gives a generalized summary of the results of the

comparison between the theories and the experimental data. We conclude

that the impurity model gives the best explanation of the experimental

data. In fact, the impurity model gives excellent predictions of the

trends in the experimental data particularly considering the unknowns

which could not be fully incorporated in the model. These unknowns in-

clude the exact composition, shape, real and imaginary index of

refraction, and number density as a function of size of the impurities.
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These must be known before more accurate predictions of damage

thresholds can be calculated with this model. The shape of the im-

purities is one aspect of the problem that could be dealt with now.

Although the shape of the impurities was modeled as a sphere in this

research effort, it is known that in many films the impurities grow

as columns or cylinders. This particular shape could be treated

with Mie calculations at the present time by the model.

Another area of uncertainty in the model is the efficiency of

thermal contact between the impurity and the host material. In the

model it was assumed that there was perfect contact between the two.

In reality the quality of contact may-vary with size and type of

impurity and composition of the host material.

For completeness the residual film stress must be discussed.

When films are deposited, there is a residual stress in the film, which

can be either tensile or compressive in form, and varies as a function

of film thickness. Figure (14) showed the change in stress with film

thickness for MgF 2' This stress can have an influence in all three

theoretical models. There was no measured residual stress in the CaF 2

films and yet a marked variation of damage threshold with film thick-

ness was observed. Therefore, the film thickness variation of damage

is not due to stress. However, stress may be a factor in breakdown.

For example, the residual stress was greater in a O.25w~m MgF 2 film than

in a lpm film. In this case a lower threshold could be obtained for the

thin films than for the thick films. This point is substantiated by

the work of Guenther, et al. (96) where they found that the damage



threshold decreased when either type of stress was dominant. Although

the stress does not support the experimental data at 1.06 and 0.53Pm it

does not support the data at 0.26pm. The MgF 2 films damaged at a lower

threshold for thin films than for thick. It is possible that the low

energy densities required for damage at 0.261im were influenced by the

film stress which produced a decrease in damage threshold in the thinner

films.
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VI. UNRESOLVED QUESTIONS

Some features of the data have not been satisfactorily resolved;

for example, it is not clear how to interpret the change in oxide film

morphology at 0.261im. The morphology can be addressed by either the

impurity model or linear absorption by atomic impurities. If the

uniform morphology was indicative of linear absorption it might help

explain the low damage thresholds of the l/61im HfO film. This type of
2

morphology was observed at 0.53 and O.35im for this film, but not for

the other HfO2 films. The HfO2 absorptance measurements were not made

on the l/61jm film and there is a possibility that the linear absorption

in this film was much higher than in the other films. The SiO 2 films

exhibited a strong film thickness dependence in conflict with the other

oxide films. It should be noted, however, that this case is unique in

that the film and the substrate were the same material. The ZrO 2 films

had essentially no pulse length dependence except at O.26pm. This

could only be explained in the impurity model by either poor thermal

contact between the impurity and the host material or by an extremely

small thermal conductivity of either the host or impurity. The ZrO 2

films also showed the smallest crater sizes for damage at 1.06om and

the weakest change in morphology with wavelength.

In order to obtain better agreement between theory and experiment

in future research, the unknown quantities mentioned in the previous

section must be included. Most important are the impurity composition

and number density as a function of size.
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